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 Named Data Networking (NDN)

[1] is an active research field.

 New proposals for NDN-related

challenges (forwarding, cach-

ing, etc.) are evaluated either

by theoretical analysis or by

conducting simulations [2].

 Additional evaluations on phy-

sical hardware are desirable,

exposing weak components,

performance bottlenecks or

further challenges.

 We provide a framework to

realize a low-cost NDN-based

testbed [3] using single board

computers.

 All software components are

open source and available at:

http://icn.itec.aau.at
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Component USD/Unit

20x BPI-R1 80 USD

20x Case for BPI-R1 15 USD

20x SSD (128GB) 50 USD

20x microSD (8GB) 4 USD

20x USB power cable 3 USD 

4x   USB power hub (6 ports) 20 USD

2x   Gigabit switch (24 ports) 100 USD

40x Ethernet cable (CAT6) 2 USD

TOTAL: 3400 USD

Scenario Settings:

 Adaptive Multimedia Streaming in NDN

 20 Nodes (12 Clients, 4 Servers, 4 Routers)

 Erdős–Rényi Graph (0.15 edge probability)

 Random Link Capacity (3000 – 4000kbps)

 Random Link Delays (1 – 5ms per hop)

 Uniform Content Popularity

 SVC-Encoded Multimedia Content 

(http://concert.itec.aau.at/SVCDataset/)

 2 Adaptation Strategies (Rate vs. Buffer)

 5 Forwarding Strategies (Broadcast, 

BestRoute, NCC, RFA, SAF)

 20 Emulation Runs per Setting

 48 Minutes Runtime per Emulation

http://bananapi.com


